
Stakeholder Report

1 Background and objectives for the Group Assignment

In this assignment, we had the opportunity to use newly acquired abilities, within both

the Applied Data Science and Machine Learning module and the Network Analysis &

NLP module, to investigate a given problem statement. Through the M2 course, we

have practised sourcing, storing and pre-processing of network and text data. We have

calculated and interpreted essential statistic metrics, and integrated network and text

indicators into machine learning pipelines. Based on this, we will try to carry out an

analysis which contains elements of data manipulation, exploration, network analysis

and natural language processing.

2 Problem statement

Use Network Analysis and NLP techniques to investigate whether we can make a model

predict a movies genre given the description of this movie. In addition, we would like

to investigate whether it is possible to predict the choice of similar movies given this

description.

3 Data acquisition

Given the problem statement we choose and obtain datasets which we consider intere-

sting and appropriate for this analysis. Through Kaggle we were able to find a relevant

dataset. The dataset contains 22 columnsfeatures, which describes different characteristi-

cs for selected movies ranked and reviewed on IMDB eg. genre and title.

Based on these, we describe the variables that are used the most in relation to our

problem statement. This includes four character strings. The first variable imdb_title_id

assign each movie with an individual identification name. The second variable title refers

to the title of each movie. The third variable genre describes which genre or several

genres a given movie belongs to. In order to make the analysis more applicable only the

four most common genres (Drama, Thriller, Comedy and Horror) are used and only ob-

servations from the year 2000 to the present. The fourth variable description contains

a text that gives a brief description of the action of each movie.
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4 Results

4.1 Network analysis

During the project multiple networks have been created to visualize different forms of

attachments between movies and words in the used dataset. The following is a network of

bigrams, which are a sequence of adjacent words from movie description with the genre

Drama, Thriller, Comedy or Horror from the year 2000 to the present.

Figur 1: Bigram movie network

The network shows that a lot of bigrams interact in groups or in small communities. This

is due to bigrams often being identical in the same genre, but bigrams like serial killer

often aint mentioned in genre like drama and comedy.

Below a 2-mode network have been created from the 12 words with the highest

td_idf score from the four genres in the used dataset. The 2-mode network insures that

genre nodes cant connect with other genre nodes and the same for the word nodes.
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Figur 2: 2-mode network, genres-words

This 2-mode network visually shows how certain popular words are used in multiple

genres, which makes them cross-genre popular. This applies to words like "friend" and

"life" which are commonly used in three out of the four genres.

4.2 Supervised machine learning

Figur 3: Model comparison

The goal for the su-

pervised machine lear-

ning model is to be ab-

le to predict the gen-

re of the movie based

on its description. First

the data is split into

training and test data,

Then the training data

is downsampled to get

an equal representation

of each genre used. The

data is preprocesed using
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3 different methods: tf-idf, word-embedding and text-hash. Next three models are defined

including a Logistic model, K-Nearest neighboor model and last a Random forest model.

After hypertuning, the three models are fitted using resampled data, and different mea-

sures are collected for each of the 9 models, they are plotted for comparison. In figure 3

where the models are ranked by area under the curve.

After looking at other measures the Random forest model and logistic regression model

performs the best, so the confusion matrix and roc-curve is made for these models shown

in figure 4. The more observations in the diagonal the better for the confusion matrix,

which means more true predictions. For a multiclass model it seems to do an okay job at

predicting the genres. Also the area under the curve seems to give an okay result showing

the False-positive fraction agains the True-positive fraction.

(a) Confusion matrix score (b) Area under the curve names

Figur 4: Model Comparison plot

Now the two models are used on the test data, if the models are not over fitted we should

get almost the same results.

(a) Confusion matrix on test data score (b) Roc-auc on test data names

Figur 5: Model Comparison test data plot
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The testing data is not downsampled like the training data, which also leads to the

model beeing exposed to a lot more Drama movies. Still looking at figure 5 the model

does an okay job at predicting Comedy, Drama and Horror movies, but has some problems

predicting Thrillers.

4.3 Similarity prediction

In this part the main objective is to create a model using "doc2vec", that can act as a

search predictor. This will predict similar words or movies based on either a keyword,

a sentence or another movie. For example one can enter ones favorite movie to find a

similar movie. Multiple models have been made. In the first model the input is a keyword

and the output is similar words. These words are ranked based on a similarity score.

Figur 6: Similarity prediction: Word to word

In figure 6 the results from the keyword "vampire" can be seen. All words seems to be

related to vampire in some way. Another model has been used to predict a movie based

on a sentence of keywords:

(a) Similarity scores

(b) Movie names

Figur 7: Similarity prediction: Sentence to movie
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The input in figure 7 is the sentence "vampire", "werewolf", "teenager". The results show

that the most similar movies are I Was a Teenage Werewolf, Blood Story and I kissed a

vampire. It should be noted that not every movie ever made is part of the dataset.

Finally a model predicting movies from the similarity score of another movie was made

as can be seen below.

(a) Similarity scores

(b) Movie names

Figur 8: Similarity prediction: Movie to movie

The input in figure 8 is the movie id of the movie Alice in Wonderland. The results show

that the most similar movies are another version of Alice in Wonderland, Lady Godiva

Rides Again and Alice’s Adventures in Wonderland.

Additional code, models and elaborations can be found in the attached pdf file.
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